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Abstract

This paper presents our preliminary work towards develop-
ing robust decision-making components for an automated
co-pilot system in Helicopter Emergency Medical Services
(HEMS). Specifically, in this paper, we focus on the inte-
grated mission-motion planning framework for such a mis-
sion, and propose Stochastic-based Mission-Motion Planner
(SM2P). SM2P frames the mission planning as a Stochas-
tic Shortest Path (SSP), and the trajectory planning as a Par-
tially Observable Markov Decision Processes (POMDPs).
Each planning problem is solved using state-of-the art (ap-
proximate) solvers that can (re-)compute a good strategy that
accounts for the various uncertainty plaguing an HEMS mis-
sion, on-line, within seconds for a typical HEMS mission.
The use of SSP in mission planning allows SM2P to account
for the non-deterministic effects of actions due to problem
abstraction and limited condition in which the HEMS mis-
sion often takes place, while the use of POMDP allows SM2P
to account for both the non-deterministic and partially ob-
servable nature of the operation as more information are per-
ceived. Preliminary results on a simulation of three differ-
ent HEMS scenarios in Corsica region indicates that SM2P
reaches a success rate of over 95% in all scenarios.

Introduction
Helicopter Emergency Medical Services (HEMS) is among
the most challenging and dangerous air operations (Hart
March 2017). Its accident rate is more than 28 times higher
than that of commercial aircraft (Holland and Cooksley
2005). HEMS missions are time-critical and arrive with lit-
tle to no forewarning, making extensive planning difficult.
These conditions are known to increase the chance of catas-
trophic mistakes (nsa October 2013). Despite these difficul-
ties, most HEMS are performed without a co-pilot, which
means a single person —the pilot— is wholly responsible
for: guidance and navigation, detecting hazards to avoid,
evaluating the suitability of landing zones and the ability
to takeoff after landing, maintaining situational and spa-
tial awareness of the terrain and proximate obstacles during
manoeuvres in ground proximity, planning and re-planning
routes given weather or mission parameter changes, as well
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as flying the helicopter. To help reduce the pilot’s burden,
in this paper, we present our preliminary work in develop-
ing a core planning component of an AI-based co-pilot for
Helicopter Emergency Medical Services (HEMS).

Pilot Assistance Systems for helicopters, including auto-
pilot, exist. For instance, DLR and ONERA, together with
Eurocopter and Airbus, have developed multiple Pilot Assis-
tance Systems (Lantzch et al. 2012; Le Blaye 2003; Lüken
and Korn 2007). However, they are not suitable for HEMS,
as they do not account for uncertainty and terrain character-
istics, which are important if they were to provide manoeu-
vring strategies with ground proximity. Recently, Choud-
hury, et.al. have proposed a full-scale autonomous-flight sys-
tem for HEMS missions (Choudhury et al. 2019). They iden-
tify uncertainty as a critical issue in HEMS mission, but to
keep computation cost low, they address uncertainty by in-
flating risks: Deterministic planning is performed in a model
of the world where risks have been inflated (e.g., obsta-
cles have been enlarged) and assumes that no uncertainty
remains. This approach works well when the feasible solu-
tion space is large. But, when the set of feasible solutions
is small, inflating risks may remove all possible solutions,
causing the mission to be deemed infeasible. Unfortunately,
such scenarios are common in HEMS. For instance, when
the patients to be picked up is in a bushfire area or moun-
tainous areas —bushfires are frequent in many parts of the
world, including in Australia, California, the Borneo Island
in Indonesia, and South of France.

To alleviate the above difficulties, we propose to develop
an AI-based co-pilot system that suggests good decisions
within a limited computation time, while accounting for
imperfect information about the mission and operating en-
vironment. Specifically, we propose an integrated mission
and trajectory planner, where the mission planner is mod-
elled as a Stochastic Shortest Path (SSP) and the trajectory
planner is modelled as a Partially Observable Markov De-
cision Processes (POMDPs) problem. We call this approach
Stochastic-based Mission-Motion Planner (SM2P).

The mission planner in SM2P abstracts the helicopter’s
operation area. It receives information from mission com-
mand and makes high-level strategy to accomplish the given
mission. An example of this strategy is which victim to pick-



up first and the areas the helicopter needs to fly to in order to
pick-up the victim. The trajectory planner receives a high-
level guide from the mission planner and information about
the environment from the helicopter’s sensors and the pilot.
It computes a motion strategy (e.g., collision-free trajecto-
ries, selection on landing area, etc.). This motion strategy is
provided to the pilot. SM2P assumes the pilot will execute
the provided strategy with some potential deviations from
the suggested plan.

The mission and trajectory planners of SM2P communi-
cates closely. When the mission planner receives an update
on the mission, which require changes to its original mis-
sion plan, it will inform the trajectory planner, which will in
turn update its motion strategy. Similarly, when the trajec-
tory planner finds a certain guide is not feasible, it informs
the mission planner, which in turn will find an alternative
high-level strategy.

Preliminary results on three different HEMS scenarios in
Corsica region near St Florent and Bastia indicate SM2P has
a success rate of over 95% with 10 minutes offline compu-
tation per region, which can be computed once for HEMS
missions in the region, 40 seconds offline computation per
HEMS mission, and 5 seconds online computation.

Background and Related Work
Background on SSPs
A Stochastic Shortest Path problem (SSP) (Bertsekas and
Tsitsiklis 1991) is a tuple S = 〈S, s0, G,A, P,C〉 in which:
S is the finite set of states; s0 ∈ S is the initial state; G ⊆ S
is the non-empty set of goal states; A is the finite set of ac-
tions; P (s′|s, a) is the probability of reaching s′ after action
a is applied in state s; and C(s, a) ∈ R>0 is the immedi-
ate cost of applying action a in state s. For simplicity, we
assume s0 6∈ G and we represent by A(s) the actions appli-
cable in state s.

A solution to an SSP is a policy π, i.e., a mapping from
states to actions, and the optimal solution is any policy π∗
that (i) reaches G from s0 with probability 1; and (ii) has
minimum total expected cost of reaching the goal from s0.
where the expected cost of a policy satisfying (i) can be com-
puted using the following set of equations:

Vπ(s) = C(s, π(s)) +
∑
s′∈S P (s′|s, π(s))V ∗(s′)

for all s ∈ S \G and Vπ(sg) = 0 for all sg ∈ G.
In this work, we consider SSPs with dead ends, that is,

we do not assume that, for all s ∈ S, the probability for
reaching G from s is 1. We use the fixed-cost approach for
dead ends, i.e., if s is a dead end, then Vπ(s) is defined as
d, where d is a large positive penalty for not reaching the
goal. This approach allows us to transform the original SSP
S into a new SSP S’ without dead ends in which there is an
action that deterministically transitions from any state s to
G with cost d (Mausam and Kolobov 2012). Notice that our
approach can be trivially applied to different approaches to
handling dead ends that optimizes different metrics relating
cost and probability of reaching dead ends (e.g., see (Tre-
vizan, Teichteil-Königsbuch, and Thiébaux 2017)).

Background on POMDP
Formally a POMDP is a tuple 〈S,A,O, T, Z,R, γ〉, where
S, A and O are the state, action and observation spaces
of the robot. T and Z model the uncertainty in the ef-
fect of taking actions and receiving observations as con-
ditional probability functions T (s, a, s′) = p(s′|s, a) and
Z(s′, a, o) = p(o|s′, a), where s, s′ ∈ S, a ∈ A and o ∈ O.
R(s, a) models the reward the robot receives when perform-
ing action a from s and 0 < γ < 1 is a discount factor.
Due to uncertainties in the effect of performing actions and
receiving observations, the true state of the robot is only par-
tially observable. Hence, instead of planning with respect to
states, the robot plans with respect to probability distribu-
tions b ∈ B over the state space, called beliefs, where B is
the set of all probability distributions over S. The solution
of a POMDP is an optimal policy π∗, a mapping from be-
liefs to actions π∗ : b 7→ a such that the robot maximises
the expected discounted future reward when following π∗.
Once π∗ has been computed, it can be used as a feedback-
controller: Given the current belief b, the robot performs
π∗(b), receives an observation o ∈ O and updates its be-
lief according to b′ = τ(b, a, o), where τ is the Bayesian
belief update function. The value achieved by a policy π at
a particular belief b can be expressed as

Vπ(b) = R(b, π(b))+γ

∫
o∈O

Z(b, π(b), o)Vπ(τ(b, π(b), o))do

(1)
where R(b, a) =

∫
s∈S R(s, a)b(s)ds and

Z(b, a, o) =
∫
s′∈S Z(s′, a, o)

∫
s∈S T (s, a, s′)b(s)dsds′.

The optimal policy π∗ is then the policy that satisfies
π∗(b) = argmaxπ Vπ(b).

Overall Framework
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Figure 1: Overview of the planning architecture.

Most HEMS missions require the co-pilot system to solve
a large and complex planning problem in three senses: Large
hybrid state space, long planning horizon, and complex dy-
namics. The planner must operate on both continuous and



discrete variables, as it must identify which victims to pick-
up and in which order, which medical facility to go to, so as
to maximise the number of victims being saved, and naviga-
tion guidance in confined and imperfectly known areas that
respect fuel and cloud ceiling requirements. The problem re-
quires a long planning horizon. For instance, in the HEMS
scenarios around Saint Florent and Bastia, for a helicopter
to move from its starting position to the nearest hospital at
average speed, it needs at least 60 planning steps. When the
helicopter needs to pick-up a victim first, this planning step
will substantially increase. Last but not least, helicopter dy-
namics is known to be complex. In this paper, we focus on
the first two issues, and simplify the helicopter dynamics as
a second-order discrete-time stochastic model according to:

f(φt, λt, θt, ht, νt) =


φt + ∆νt cos θt
λt + ∆νt sin θt
ht + ∆(δh + eh)
θt + ∆(δθ + eθ)
νt + ∆(α+ eν)

 (2)

where φt, λt, θt, ht, νt ∈ R are the latitude, longitude, yaw-
orientation, elevation and forward velocity of the helicopter.
δh and δθ are fixed climb and turn rates, whereas α is a fixed
acceleration. ∆ is a fixed control duration and eh, eθ, eν rep-
resent random control errors that are drawn from zero-mean
Gaussian distributions.

Figure 1 presents the overall framework of our integrated
mission and trajectory planners. The mission planner com-
putes the high level strategy on which victims to pick-up
and which order should they be picked-up. These strategies
are transformed into navigation guides that respect the es-
timated fuel usage and flying requirements under the esti-
mated weather conditions. These strategies are computed,
while respecting fuel and weather condition requirements.

To construct navigation guides, the mission planner con-
structs an abstraction of the operation area of HEMS. Sup-
pose W ⊆ R3 is the bounded operational space of the
HEMS mission. The space W contains the terrain of the
area. The mission planner uses the SPArse Roadmap Span-
ner (Dobson, Krontiris, and Bekris 2013), to construct a
sparse graph G(V, E) that captures the connectivity of W
well. Each vertex in V is associated with a position sampled
fromW , while an edge vv′ ∈ E means there is a collision-
free straight line-path for the helicopter from the positions
represented by v ∈ V to v′ ∈ V . The environment W is
then decomposed into Voronoi regions, where the points are
the positions associated with the vertices V . The navigation
guide provided by the mission planner to the trajectory plan-
ner is then a mapping from one Voronoi region to the neigh-
bouring Voronoi region to visit, so as to achieve the mission
objective.

The trajectory planner is an on-line POMDP planner and
receives observations about the environment around its cur-
rent location from the helicopter’s sensors and from the pi-
lot. Such observations will enable the trajectory planner to
realise if moving into a certain Voronoi region has now be-
come very difficult or even infeasible. For example, if a no-
fly zone were to suddenly appear due to the spread of fire
in bush-fire areas, the navigation guide from the mission

planner would be rendered invalid. When this situation hap-
pens, the trajectory planner notifies the mission planner. The
mission planner will identify the affected components of G,
modify the graph, and re-plans with respect to the modified
graph. The new navigation guide is then passed to the trajec-
tory planner.

The subsequent sections provide details of the mission
and trajectory planners.

Mission Planner Details
The mission planner provides a high level policy to guide the
trajectory planner to achieve its mission objectives, primar-
ily guiding it to the additional victim to be rescued, and to
the hospital. The policy is made with respect the helicopter’s
position, current fuel level, and the height of an overcast
cloud ceiling. Under Visual Flight Rules conditions (VFR),
the helicopter must not cross this ceiling unless absolutely
necessary. In the experiement, we follow the VFR rules fol-
lowed in France.

We assume that, in the case where there are one or more
victims to pick up en route, that there is space for only one
more victim on board, and that when arriving to pick up a
victim, it may turn out that it is impossible to get the victim
on board. Given this, the mission planner’s goal is to either
successfully pick up a victim, or to try to pick them all up.

We use the graph G(V, E) obtained using SPArse
Roadmap Spanner (Dobson, Krontiris, and Bekris 2013) to
define the SSP 〈SMS, s0, G,AMS, P, C〉 where:

1. The mission planner state space SMS is the product of V
with a discretised set of fuel levelsF and discretised cloud
heights Hc. In the case where there are one or more vic-
tims to pick up en route (i.e., |Υ| > 1), we include a
variable at-capacity ∈ {>,⊥}, and for each victim
ν ∈ Υ, we include attemptedν ∈ {>,⊥}, represent-
ing whether the pilot has tried to pick up that victim.

2. The initial state s0 ∈ SMS is the initial position of the he-
licopter, fuel level equivalent to a full tank, and an initial
cloud height.

3. G ⊂ SMS is the set of states where the helicopter is at the
hospital and, when there are extra victims in the scenario,
either an extra victim is on board (at-capacity = >)
or ∀ν,attemptedν = >.

4. The set of possible actions AMS is {move(v, v′) | vv′ ∈
E} ∪ {pick-upν | ν ∈ Υ}. Let vs ∈ V be the he-
licopter’s location in state s ∈ SMS. If at-capacity
equals > in s, then the set of applicable actions AMS(s)
is {move(vs, v

′) | vsv′ ∈ E}, otherwise AMS(s) also in-
cludes {pick-upν |ν ∈ Υ, vs is the closest vertex to ν}.

5. The probability transition function P (s′|s, a) is such that
each component of s is changed independently as follows:

• Location: if a = move(vs, v
′), then the location at the

new state s′ is v′ with probability 0.9 (i.e., P (vs′ =
v′) = 0.9) and, with probability 0.1, the location does
not change (i.e., P (vs′ = vs) = 0.1). The location
remains the same for all non moving actions.



• Fuel level: for a = move(vs, v
′), the fuel level

decreases deterministically, assuming the helicopter
moves from vs to v′ at 150 km/h, using fuel at a steady
rate of 4kg per minute. For pick-upν , the fuel de-
creases by 20kg on a success, or 4kg on a failure (we
assume the pickup takes 5 or 1 minutes).

• Cloud ceiling: let cs and cs′ be the cloud ceiling
heights in states s and s′. P (cs′ = cs) = 0.98, P (cs′ =
cs + 100m) = 0.01 and P (cs′ = cs − 100m) = 0.01.
If cs′ would be outside [600m, 900m], it is set to the
nearest bound.

• Victims: for a = move(vs, v
′), at-capacity and

attemptedν are not changed. If a = pick-upν ,
P (attemptedν = >) = 1, P (at-capacity =
>) = 0.95, P (at-capacity = ⊥) = 0.05.

6. The cost function represents the expected time it takes to
complete an action, with a 15 minute penalty for enter-
ing the cloud layer. Moreover, C(s,pick-upν) = 288,
C(s,move(vs, v

′)) is the time in seconds to travel from
vs to v′ at 150 km/h, plus 900 if vs is above the current
cloud height.

Our probability transition function P (s′|s, a) defined
above implies that moving from a location v to v′ follows
a geometric distribution with p = 0.9 since the action move
succeeds with probability 0.9 and fails by staying at the
same location v with probability 0.1. While successive exe-
cutions of the same move action might not change the heli-
copter’s location, it changes the current state s ∈ SMS of the
system due to the deterministic fuel consumption (the fuel
component of the state monotonically decreases) and poten-
tial change in the cloud ceiling.

Trajectory Planner Details
The trajectory planner’s purpose is to compute a low-level
motion strategy for the pilot to successfully complete the
mission on-line, using the high-level mission-planner strat-
egy as a navigation guide. During run-time the trajectory
planner uses sensor information from the helicopter to con-
struct and maintain a local map of the environment that in-
cludes the terrain, as well as obstacles (such as trees, power
lines or buildings), cloud-ceiling and possible no-fly zones
within a bounded regionWlocal ⊂ W around the helicopter.
This local map is updated after every step (in this paper we
assume that the geometries and locations of the obstacles
withinWlocal are perfectly known to the trajectory planner).
The low-level motion strategy is then computed with respect
to the current local map and the stochastic dynamics of the
helicopter.

Due to imperfect controls and sensor information the true
state of the helicopter is only partially observed. Thus, we
maintain a belief bt ∈ b over the current state of the heli-
copter and formulate the problem of computing a low-level
motion strategy for the pilot as a POMDP. To increase ef-
ficiency, we further decompose the problem into two sub-
problems, both formulated as separate POMDPs: Navigating
and landing/take-off. Details on the POMDP formulation of
both sub-problems are provided in Sub-Sections POMDP-

Formulation of the Navigation Problem and POMDP-
Formulation of the Landing Problem respectively. For the
first sub-problem, the trajectory planner computes a policy
to navigate to the Voronoi regions in the environment as
specified by the mission planner policy. For the second sub-
problem, we first construct a set of possible landing zones
across the environment off-line (details on how these land-
ing zones are constructed are provided in Sub-Section Con-
structing the Landing Zones). At run-time, the trajectory
planner then determines the closest landing zone to the vic-
tim and computes a motion strategy to safely touch-down at
the landing zone in order to pick-up the victim. During run-
time the trajectory planner switches between both POMDP
problems depending on the current mission planner objec-
tive.

To compute a policy from the current belief bt ∈ B,
we use ABT (Kurniawati and Yadav 2013), one of the
fastest Monte-Carlo-Tree-Search based on-line solvers. A
summary of this method is presented here for complete-
ness. Starting from bt (we represent beliefs as sets of par-
ticles) ABT approximates the optimal policy by construct-
ing and evaluating a belief-tree, whose nodes represent be-
liefs and edges represent pairs of actions and observations.
To construct the belief-tree, ABT samples episodes, that
is, sequences of state-action-observation-reward quadruples,
starting from the current belief and associates the states of
the episode with nodes in the belief-tree. To select actions
during the episode sampling process, ABT uses Upper Con-
fidence Bounds1 (UCB1) (Auer, Cesa-Bianchi, and Fischer
2002) which ensures asymptotic convergence towards the
optimal policy. The states, observations and reward of an
episode are sampled from a generative model that encodes
the transition, observation and reward functions. An episode
is expanded until either a terminal state is reached, or the
episode reaches a belief-node for which there are actions that
haven’t been visited before. If the first terminating condition
occurs, ABT backpropagates the sampled reward-trajectory
to update the estimates of Q̂(b, a) for each belief b ∈ B as-
sociated to a state in the episode, where Q(b, a) is the value
of executing action a ∈ A from b and continuing optimally
afterwards. Otherwise, ABT first estimates the value of the
last belief node by simulating a rollout strategy from the last
state of the episode and then continues backpropagating the
sampled reward-trajectory as described above.

Once the planning time for the current step is over, ABT
selects an action according to π(bt) = argmaxa∈A Q̂(bt, a).
After executing the action and receiving an observation, the
current belief is updated (we use a Sequential-Importance-
Resampling (SIR) particle filter (Arulampalam et al. 2002)
to update the belief) and planning continues from the up-
dated belief.

To embed the navigation guides from the mission plan-
ner into the POMDP policy search, we construct a rollout
strategy that encodes the mission planner strategy. This is
done as follows: Suppose bt is the current belief and s̄ ∈ S
is the mean state of bt. Using s̄, we estimate the Voronoi
region – with associated vertex v1 ∈ V – the helicopter is
currently located in and query the mission planner policy.



This provides us with a high-level action that can either be
move(v1, v2), i.e. to navigate from the Voronoi region asso-
ciated with v1 to the Voronoi region associated with v2 ∈ V ,
or pick-upv1 , i.e. to pick up the victim located in the cur-
rent Voronoi region. In the first case, we compute a motion
strategy to reach the Voronoi region associated to v2, assum-
ing deterministic effects of actions. In the second case we
assume deterministic dynamics too, but compute a motion
strategy to reach a landing zone near the victim.

This allows us to guide the search towards achieving the
high-level strategy computed by the mission planner, while
simultaneously planning with respect to the stochastic heli-
copter dynamics and the local environment around the heli-
copter. Note that we only query the mission planner after the
current belief bt has been updated. Within a planning step
(that is, during the policy computation from bt), the high-
level action remains constant.

POMDP-Formulation of the Navigation Problem
State, Action and Observation Spaces The state space of
the helicopter is defined as the cross-product of four compo-
nents S = R3 × Π × [0, νmax] × R+ ×Hc, where the first
component is the 3D real-vector space consisting of the lati-
tude, longitude and elevation of the helicopter above median
sea level. Π = [−180.0, 180.0] is the set of yaw-orientations
(in degrees) of the helicopter, whereas [0, νmax] are the min-
imum and maximum forward-velocities (in m/s) of the he-
licopter. The component R+ is the set of all fuel loads of the
helicopter, whereas Hc is the discrete set of cloud-ceiling
heights.

The action space of the helicopter is de-
fined as A = {accelerate,decelerate,
climb,descend,turnLeft,turnRight}. The
accelerate and decelerate actions set the accelera-
tion α in eq.(2) to a fixed positive/negative value. Similarly,
the climb/descend and turnLeft/turnRight ac-
tions set the climb rate δh and turn rate δθ in eq.(2) to fixed
positive/negative values respectively.

We assume that the helicopter is equipped with two types
of sensors: A localization sensor which provides information
regarding the current latitude, longitude and elevation of the
helicopter and a gyroscope which provides information re-
garding the helicopter’s yaw-orientation. More formally, the
observation space is defined as O = R3 ×Π, where the first
component describes the latitude, longitude and elevation of
the helicopter Π is defined as above.

Transition Function To model the transition dynamics of
the helicopter, we use the second-order stochastic dynamic
system defined in eq.(2) given the latitude φ, longitude λ,
elevation h and yaw-orientation θ associated to the current
state of the helicopter. Additionally, we assume that the fuel
load of the helicopter decreases deterministically by a con-
stant rate (in our experiments, we assume a fuel consump-
tion of 1

3kg per time step).

Observation Function The observation model of the he-
licopter is defined as

ot = [φt;λt;ht; θt]
T

+ eo (3)

where φt, λt, ht, θt are the latitude, longitude, elevation
an yaw angle components of the state. eo ∈ R4 is a ran-
dom vector drawn from a zero-mean multivariate Gaussian
distribution representing sensor noise.

Reward function To encode the objective of reaching the
hospital, the helicopter receives a reward of 10,000 when en-
tering a goal area around the hospital (modelled as a sphere
with radius 1,000m around the location of the hospital).
Once the helicopter enters this goal area, the mission is con-
sidered successful. If the helicopter collides with the terrain
or an obstacle, it receives a penalty of -50,000 and the mis-
sion is considered as unsuccessful. To encourage the heli-
copter to reach the goal as quickly as possible, it receives a
penalty of -10 at every step. Since crossing the cloud ceil-
ing is considered dangerous due to low visibility, the heli-
copter receives a penalty of -10 for every state where it is
located above the cloud ceiling, discouraging the helicopter
from crossing the cloud layer unless necessary (for instance
to avoid an obstacle).

POMDP-Formulation of the Landing Problem
Once the trajectory planner receives a pick-upv action
from the mission planner, it switches to the landing prob-
lem. For this problem the task is to safely navigate to a land-
ing zone close to the injured person in the environment and
perform a landing maneuver.

The POMDP formulation of this problem is similar to
the one for the navigation problem described in the previ-
ous section, with some notable differences: We extend the
action space of the helicopter with and additional land ac-
tion whose purpose is to perform a vertical touch-down at
the current location of the helicopter to pick-up the victim.
For this action, the helicopter enters a terminal state and re-
ceives a reward of 10000 if the following conditions are met:
a.) The helicopter is located above a landing zone area (the
method to define and construct a landing zone is described
in the next subsection), b.) The vertical distance between the
helicopter and the terrain is within 75m and c.) The forward
velocity of the helicopter is smaller than 10m/s. If at least
one of these conditions is not satisfied, the helicopter en-
ters a terminal state too, but receives a penalty of -50000
and the mission is considered unsuccessful. Note that we as-
sume that in case the land action is successful, the injured
person is automatically picked up and the trajectory planner
switches back to the navigation problem.

Constructing the Landing zones In order for the heli-
copter to successfully pick up an injured person, it has to
determine areas in the environment that are suitable for land-
ing, that is, areas that are sufficiently large and flat. To con-
struct such areas, we use a simple geometric approach: Sup-
pose the terrain is represented by a triangular mesh, i.e. a
set U of triangles. For each triangle u ∈ U , we compute its
slope su via su = arccos(nu · z/(‖nu‖ ‖z‖)), where nu is
the normal vector of triangle u, z = (0, 0, 1)T and ”·” de-
notes the dot product. If su yields a value larger than a given
threshold smax (in our experiments we use smax = 9deg),
we remove the triangle u from U . In other words, we re-
move triangles from U that are too ”steep” for the helicopter



to land on. We then incrementally merge the remaining tri-
angles in U into subsets of triangles U = {U1, ...Uk}, with
Ui ⊂ U where for each triangle u1 ∈ Ui, there is at least
one u2 ∈ Ui, u1 6= u2 such that u1 and u2 share an edge
in the original terrain mesh. Each Ui ∈ U is then a possi-
ble landing zone. However, some triangle sets in U might
have an area (defined as the sum of the area of all triangles
in the triangle set) that is too small for the helicopter to land
on. To determine whether the triangles in a triangle set Ui
provide a sufficient area for landing, we project the triangles
in Ui onto the xy-plane and compute the area of the largest
inscribed circle within the (possibly non-convex) boundary
polygon of the projected triangles. If this area is smaller than
a given threshold (in our experiments we use 75πm2), we re-
move Ui from U. The remaining triangle sets in U are then
the resulting landing zones.

Note that this process of constructing the landing zones is
done off-line. During run-time, once the trajectory planner
switches to the landing problem, we select the closest land-
ing zone in U to the injured person (in terms of the distance
of the location of the injured person to the geometric centers
of the landing zones) which then becomes the target landing
zone for the pilot to land on.

Parallelization of Belief Update and Policy
Computation

Most on-line POMDP solvers (including ABT) typically fol-
low a strictly sequential order of execution, that is, policy
computation – policy execution – belief update. In practice,
such an implementation would incur significant delays be-
tween the execution of two actions, due to the time required
to update the current belief and compute a policy for the up-
dated belief. To reduce these delays to a minimum, we paral-
lelize policy computation, policy execution and parts of the
belief update, similar to the method proposed in (Hoerger
et al. 2019): While the helicopter executes an action a ∈ A,
we run two processes in parallel.

The first process is the belief-update process which
draws samples from a proposal distribution, (in our case
T (s, a, s′)) using state samples drawn from the current be-
lief and the currently executed action. Once the helicopter
receives an observation, all that remains for the belief up-
date is to update the importance weights, up to a normaliza-
tion constant, based on the perceived observation, which can
be done fast.

The second process is the policy-update process. Once the
helicopter starts executing a from the current belief b, our
implementation of ABT plans for the next step by sampling
additional episodes starting from the current belief, using the
currently executed action as the first action of the sampled
episodes, thereby improving the policy within the entire de-
scendent of b via a in the belief tree. This strategy increases
the chances that after the helicopter has executed a and the
belief is updated based on the observation perceived, a good
policy for the next belief is readily available.

Figure 2: The mission area used throughout the experiments.
Initially the helicopter starts at Saint-Florent (shown as a
blue marker) with a victim on board and the task is to navi-
gate to the hospital in Bastia (shown as a green marker). The
red markers indicate the locations of the additional victims
the helicopter has to pick-up before continuing its mission
to Bastia. Image: Google Earth, earth.google.com/web/

Experiments and Results
Problem Scenarios
To evaluate our system, we tested it on three problem sce-
narios in which a pilot operates on a map of size (28.1 ×
26.0)km in the Corsica region in France near Saint-Florent
and Bastia, shown in Figure 2. In all three scenarios the pi-
lot starts near Saint-Florent at location (42.680N, 9.3020E)
(shown as a blue marker in Figure 2) with an injured person
on board of the helicopter and its task is to safely navigate to
a hospital in Bastia at location (42.7401050N, 9.4571070E)
(shown as a green marker in Figure 2) to deliver the injured
person. Furthermore, at the beginning of the mission, the he-
licopter is instructed to pick up an additional injured person
in the environment before continuing its flight to Bastia. For
the dynamic model of the helicopter defined in eq.(2) we as-
sume that the constant acceleration α, climb rate δh and turn
rate δθ is α = ±4m/s2, δh = ±6m/s and δθ = ±4deg/s
respectively. We further assume that the pilot applies each
action for a control duration of ∆ = 5s.

For Scenario 1, the additional victim is located at
(42.6676170N, 9.3927340E) (shown as Victim #1 in Fig-
ure 2) and the pilot has to find a motion strategy to navigate
to Victim #1, safely land near the additional victim to board
it, and finally safely deliver both victims to the hospital in
Bastia.

In Scenario 2, the pilot must pick-up Victim #1, too.
However, at time t = 15, the pilot is informed about a no-fly
zone near the current location of the helicopter. This no-fly
zones causes the initial mission plan to become infeasible.
Subsequently, the pilot must find an alternative strategy to
reach Victim #1 before delivering both victims to the hospi-
tal.

The no-fly zone is simulated by modifying the mission



planner graph. Specifically, by removing the edge between
vertices v1 ∈ V and v2 ∈ V , where v1 is the vertex associ-
ated to the Voronoi region the helicopter is located in at time
t = 15 and v2 is the vertex associated to the target Voronoi
region of the current mission planner action move(v1, v2).

For Scenario 3 the pilot is initially informed that there’s
a victim at location (42.7320680N, 9.3630660E) (shown
as Victim #2 in Figure 2). At time t = 20 the mis-
sion planner receives an emergency call from Mission
Control, informing it about a second victim at location
(42.6887240N, 9.3842750E) (shown as Victim #3 in Fig-
ure 2). However, since there’s already a victim on board at
the start of the mission, the helicopter has space for only
one additional victim on board due to space and weight lim-
its. Subsequently, the pilot must decide which of the two
victims in the environment to pick up before continuing the
mission to the hospital in Bastia.

Experimental Setup
For all three problem scenarios we first generated 10 graphs
for the mission planner using the SPArse implementation
provided by OMPL. Each graph was constructed by running
SPArse for 10 minutes. We then compute, for each scenario
and each graph a mission planner policy that serves as the
initial mission plan for the trajectory planner.

For the mission planner we use Labelled SSiPP (Trevizan
and Veloso 2012) with the Regrouped Operator Counting
heuristic (Trevizan, Thiébaux, and Haslum 2017). The ini-
tial mission plan is computed off-line using one thread on
an Intel Xeon Silver 4110 CPU with 2.1Ghz and 128GB of
memory, and took approximately 13.6s (10s to construct the
graph and 3.6s to compute the mission planner policy) on
average per scenario per graph.

For the trajectory planner, all POMDP models as well as
the parallelized version of ABT (as discussed in Sub-Section
Parallelization of Belief Update and Policy Computa-
tion) were implemented in C++ within the OPPT-framework
(Hoerger, Kurniawati, and Elfes 2018). For the POMDP
models we used a discount factor of γ = 0.98. The size of
the local map the trajectory planner maintained during run-
time was set to be 4, 000 × 4, 000m. All simulations were
run using 3 threads on an Intel Xeon Silver 4110 CPU with
2.1Ghz and 128GB of memory. We assume that each action
the pilot executes takes 5s to complete, and provides a 5s
planning time per step to the trajectory planner.

Results
For each problem scenario and each initial mission planner
policy, we tested our system using 100 simulation runs. Ta-
ble 1 shows the success rate, average number of steps and av-
erage total discounted reward achieved by SM2P in all three
problem scenarios. In all three scenarios, SM2P achieved
a success rate of at least 96% where the pilot successfully
picked up a victim in the environment and reached the hos-
pital, demonstrating the robustness of SM2P in challenging
HEMS missions.

Table 2-5 provides detailed results for all Scenarios and
mission planner graphs. These results indicate the robust-
ness of SM2P. Recall that since the mission planner graphs

are computed using a sampling-based method, these graphs
are different between one run and another. Despite such dif-
ferences, SM2P consistently achieve a success rate of over
94%.

Looking at the average number of steps for Scenario 1
and 2 in Table 1, we can see that it typically takes slightly
longer (around 20 steps longer) to complete the mission in
Scenario 2 compared to Scenario 1. This is not surprising.
Due to the no-fly zone introduced at t = 15 in Scenario 2,
the helicopter must take a slight detour to reach the victim.
Furthermore, since the no-fly zone causes the initial mission
plan to become invalid, it is paramount that the mission plan-
ner is able to quickly update its policy. On average, SM2P
can update the mission plan during run-time in 5 seconds.
This is roughly the same time it takes for the pilot to ex-
ecute an action, which indicates that updating the mission
planner policy is efficient enough for an on-line planning
setting, even if there are structural changes to the mission
planner graph (such as an edge being deleted).

Table 5 shows the number of times (in percent) per graph,
SM2P decided to pick-up Victim #3 in Scenario 3. The de-
cision of which victim to pick-up is affected by the Voronoi
region the helicopter is estimated to be located in at time
t = 20, when the mission planner is informed regarding
the location of the additional Victim #3, causing the mission
plan to be updated. For the majority of the runs and mission
planner graphs, SM2P decided to pick up Victim #3, since
the location of Victim #3 is closer to the hospital. A notable
exception is graph 9 for which SM2P decided to pick up
Victim #2 in 30% of the runs. The reason is that for graph 9,
the helicopter often operates near the border of two neigh-
bour Voronoi regions at time t = 20. Depending on which
Voronoi region the helicopter is estimated to be located in,
the mission planner policy suggests to navigate either to Vic-
tim #2 or Victim #3. Recall from Sub-Section Trajectory
Planner Details that the current Voronoi region is estimated
from the mean state of the current belief. The consistency
of selecting which victim to pick up can be improved, for
instance, by estimating the Voronoi region that contains the
largest amount of probability mass of the current belief.

Success
Rate

Avg. num steps Avg. total discounted
reward

Scenario 1 96.8% 197.4 ± 2.1 -385.8 ± 56.2
Scenario 2 96.9% 217.1 ± 3.7 -468.2 ± 52.3
Scenario 3 97.6% 206.8 ± 2.3 -416.6 ± 55.6

Table 1: The success rate (in percent), Average number
of steps and Average total discounted reward achieved by
SM2P in all three problem scenarios. The average is taken
over all 10 mission planner graphs using 100 simulation runs
per scenario and graph. ± indicates the 95% confidence in-
tervals.

Summary
This paper presents our preliminary work in developing a ro-
bust decision-making component to help a pilot performing



Graph Success
Rate

Avg. num steps Avg. total dis-
counted reward

1 94% 191.02 ± 8.8 -618.67 ± 183.54
2 95% 221.81 ± 6.3 -583.94 ± 230.53
3 100% 218.5 ± 3.8 -146.58 ± 109.75
4 97% 194.09 ± 4.4 -361.88 ± 312.16
5 99% 177.76 ± 4.4 -128.89 ± 190.0
6 98% 192.19 ± 9.8 -225.26 ± 377.9
7 94% 181.60 ± 6.0 -589.94 ± 228.06
8 95% 224.0 ± 5.5 -591.90 ± 155.67
9 100% 176.02 ± 6.3 -93.37 ± 90.39
10 96% 201.32 ± 6.9 -308.08 ± 196.99

Table 2: Results for Scenario 1. The success rate, aver-
age number of steps and average total discounted rewards
are conputed over 100 simulation runs per mission planner
graph. ± indicates the 95% confidence intervals.

Graph Success
Rate

Avg. num steps Avg. total dis-
counted reward

1 100% 207.83 ± 6.8 -46.49 ± 93.99
2 94% 225.72 ± 8.47 -618.64 ± 748.15
3 95% 220.52 ± 10.5 -525.93 ± 125.34
4 97% 218.61 ± 9.5 -638.31 ± 102.78
5 98% 206.82 ± 4.5 -167.16 ± 108.46
6 95% 192.55 ± 9.7 -618.4 ± 265.65
7 98% 195.9 ± 6.8 -452.21 ± 197.56
8 95% 218.36 ± 6.61 -663.73 ± 303.60
9 98% 211.09 ± 8.22 -530.31 ± 683.77
10 99% 205.77 ± 4.6 -167.32 ± 107.25

Table 3: Results for Scenario 2. The success rate, aver-
age number of steps and average total discounted rewards
are conputed over 100 simulation runs per mission planner
graph. ± indicates the 95% confidence intervals.

a HEMS mission —time-critical missions that are typically
plagued by various types of uncertainty. In this work, we
propose Stochastic-based Mission-Motion Planner (SM2P)
as a framework that enable us to quantify uncertainty and
account such a quantification in its decision-making. SM2P
uses a combination of existing SSP and POMDP solvers that
are tightly coupled by their ability to revise and recompute
plans on-line within a few seconds. Simulation results in-
dicate that SM2P is sufficiently efficient to compute good
strategies for a co-pilot system in HEMS missions.

Future work abounds. For instance, in this work, we use a
simplified helicopter model. Using high fidelity helicopter
model will slow down the POMDP solver. Therefore, in-
corporating solvers that can perform well for problems with
complex dynamics, such as (Hoerger et al. 2019) would be
useful. Furthermore, uncertainty due to pilot stress level and
experience have not been taken into account in this work.
However, a reliable co-pilot system would account for such
factors. Another dimension is handling potential degrada-
tion of the pilot’s visibility. Although sensors that can “see

Graph Success
Rate

Avg. num steps Avg. total dis-
counted reward

1 100% 210.9 ± 7.4 -118.32 ± 116.30
2 97% 204.83 ± 6.1 -928.58 ± 458.79
3 96% 213.56 ± 8.2 -397.28 ± 396.25
4 100% 216.28 ± 7.4 -189.51 ± 173.52
5 98% 196.11 ± 7.4 -253.78 ± 386.41
6 96% 191.79 ± 8.2 -587.23 ± 195.28
7 98% 213.56 ± 8.9 -321.42 ± 164.33
8 96% 227.56 ± 6.8 -634.76 ± 587.32
9 100% 215.81 ± 5.4 -104.11 ± 176.50
10 95% 201.73 ± 5.4 -781.69 ± 426.47

Table 4: Results for Scenario 3. The success rate, aver-
age number of steps and average total discounted rewards
are conputed over 100 simulation runs per mission planner
graph. ± indicates the 95% confidence intervals.

Graph Victim #3 pickup (in %)
1 93%
2 90%
3 100%
4 100%
5 87%
6 100%
7 100%
8 94%
9 70%
10 100%

Table 5: The number of times (in percent) SM2P decided to
pick-up Victim #3 in Scenario 3 for each mission planner
graph over all simulation runs.

through” fogs have been developed, uncertainty due to de-
graded visibility conditions when operating in certain con-
ditions (e.g., bushfires) and its effects to the pilot’s capability
will need to be considered in the recommendations provided
by a co-pilot system. Last but not least, experiments on high
fidelity simulator or physical system is needed for better val-
idation.
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